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Extreme-scale Scientific Software Stack (E4S)
• E4S: HPC Software Ecosystem – a curated software portfolio

• A Spack-based distribution of software tested for interoperability and portability to multiple architectures with support for GPUs 
from NVIDIA, AMD, and Intel in a single distribution

• Available from source, containers, cloud, binary caches

• Leverages and enhances SDK interoperability thrust

• Not a commercial product – an open resource for all

• Oct 2018: E4S 0.1 - 24 full, 24 partial release products

• Jan 2019: E4S 0.2 - 37 full, 10 partial release products

• Nov 2019: E4S 1.0 - 50 full,  5 partial release products

• Feb 2020: E4S 1.1 - 61 full release products

• Nov 2020: E4S 1.2 (aka, 20.10) - 67 full release products

• Feb 2021: E4S 21.02 - 67 full release, 4 partial release

• May 2021: E4S 21.05 - 76 full release products

• Aug 2021: E4S 21.08 - 88 full release products

• Nov 2021: E4S 21.11 - 91 full release products

• Feb 2022: E4S 22.02 – 100 full release products 

• May 2022: E4S 22.05 – 101 full release products 

• August 2022: E4S 22.08 – 102 full release products

https://e4s.io

Lead: Sameer Shende 
(U Oregon)

Also include other products .e.g.,
AI: PyTorch, TensorFlow (CUDA, ROCm)
Co-Design: AMReX, Cabana, MFEM

https://e4s.io/
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E4S Download from https://e4s.io
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Download E4S 22.08 GPU Container Images: NVIDIA, AMD, Intel

https://e4s.io

• Separate full featured 
Singularity images for 3 GPU 
architectures 

• GPU full featured images for
– x86_64 (Intel, AMD, NVIDIA)
– ppc64le (NVIDIA)
– aarch64 (NVIDIA)   NEW!

• Full featured images available
on Dockerhub

• 100+ products on 3 
architectures 
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Download E4S 22.05 GPU Container Images: NVIDIA, AMD, Intel

https://e4s.io
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E4S 22.08 Full Featured and Base Images

https://e4s.io
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22.08 Release: 102 Official Products + dependencies (gcc, cuda, x86_64)

• NVHPC 22.7 with CUDA 11.7
• Support for A100 and V100 GPUs
• TensorFlow v2.9.1 and
• PyTorch v1.12.1 optimized for GPUs
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22.08 Release: 102 Official Products + dependencies (gcc, cuda, x86_64) (contd.)

• NVHPC 22.7 with CUDA 11.7
• Support for A100 and V100 GPUs
• TensorFlow v2.9.1 and
• PyTorch v1.12.1 optimized for GPUs
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22.08 Release: 102 Official Products + dependencies (gcc, rocm, x86_64)

• ROCm 5.2.0
• Support for MI100 as well as MI250X
• TensorFlow v2.9.1 and
• PyTorch v1.12.1 optimized for GPUs
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22.08 Release: 102 Official Products + dependencies (gcc, rocm, x86_64) (contd.)

• ROCm 5.2.0
• Support for MI100 as well as MI250X
• TensorFlow v2.9.1 and
• PyTorch v1.12.1 optimized for GPUs
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22.08 Release: 102 Official Products + dependencies (gcc, oneAPI, x86_64)

• oneAPI 5.2.0
• Support for Intel GPUs (DG1,…)
• TensorFlow v2.9.1 and
• PyTorch v1.12.1
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22.08 Release: 101 Official Products + dependencies (gcc, oneAPI, x86_64)

• oneAPI 2022.1.0
• Support for Intel GPUs (DG1,…)
• TensorFlow v2.9.1 and
• PyTorch v1.12.1
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22.08 Release: 101 Official Products + dependencies (gcc, oneAPI, x86_64) (contd.)

• oneAPI 2022.1.0
• Support for Intel GPUs (DG1,…)
• TensorFlow v2.9.1 and
• PyTorch v1.12.1



14

22.08 Release: 102 Official Products + dependencies (gcc, cuda, ppc64le)

• NVHPC 22.7 with CUDA 11.7
• Support for NVIDIA GPUs 
• TensorFlow v2.5.1 and
• PyTorch v1.9.0a0
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22.08 Release: 102 Official Products + dependencies (gcc, cuda, ppc64le) (contd.)

• NVHPC 22.7 with CUDA 11.7
• Support for NVIDIA GPUs 
• TensorFlow v2.5.1 and
• PyTorch v1.9.0a0
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22.08 Release: 101 Official Products + dependencies (gcc, cuda, aarch64) NEW!

• NVHPC 22.7 with CUDA 11.7
• Support for NVIDIA GPUs 
• PyTorch v1.12.1
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22.08 Release: 101 Official Products + dependencies (gcc, cuda, aarch64) NEW!

• NVHPC 22.7 with CUDA 11.7
• Support for NVIDIA GPUs 
• PyTorch v1.12.1
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Extreme-scale Scientific Software Stack (E4S)
• Three base images and three full featured images x86_64

• ROCm

• CUDA 

• oneAPI

• Base image and full-featured image with CUDA for ppc64le and aarch64.

• 100+ HPC and AI/ML products (TensorFlow, PyTorch).
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Thank you
This research was supported by the Exascale Computing Project (17-SC-20-SC), a joint project of 
the U.S. Department of Energy’s Office of Science and National Nuclear Security Administration, 
responsible for delivering a capable exascale ecosystem, including software, applications, and 
hardware technology, to support the nation’s exascale computing imperative.

Thank you to all collaborators in the ECP and broader computational science communities. The 
work discussed in this presentation represents creative contributions of many people who are 
passionately working toward next-generation computational science. 

https://www.exascaleproject.org


